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杜治政［1］指出，医学新质高技术是指研究和干

预对象是生命而不仅限于对疾病的阻断、对干预机

体运行因素的排除，而是在于制造、再生、合成、增强

生命的医学技术类别。医学新质高技术与医学人工

智能（artificial intelligence，AI）是“技术共生体”，医学

AI是医学新质高技术的智能中枢和技术支撑。

医学哲学里医学新质高技术特征分析的核心

目标是批判性拆解医学AI体系中的深层逻辑与预

设框架，揭露其技术异化的逻辑进路，反思医学新

质高技术拂逆自然、放逐身体、技术异化的危象，推

动医学新质高技术回归身体，实现人与自然和谐共

生、身体与技术共存共荣的终极目标。

一、从走近身体到走进身体

（一）医学AI技术的合自然性与反自然性

2024 年 1 月，美国脑机接口技术公司（Neu⁃
ralink）首次为瘫痪患者植入侵入式脑机接口芯片，

三位完成芯片植入患者的测试数据显示，侵入式脑机

接口在恢复运动功能方面取得良好的效果［2］。侵入

式脑机接口芯片技术落地临床，是医学AI技术重构

人机交互范式，走进身体、再造身体的标志性事件。

医学AI技术在医学发展中的冲击力又一次凸显。

医学AI技术既有合自然性的一面，又有反自然

性的一面。医学AI技术的合自然性指医学AI技术

与自然规律保持统一的性质，可以通过医学AI的实

践价值和理论价值得到展示。前者如临床决策精

准化升级、药物研发效率提升、医疗资源优化等；后

者如诊疗范式重构、推动医学伦理学理论研究进

步、跨学科融合创新等。总之，医学AI技术的合自

然性体现为实践效能提升与理论体系重构。医学

AI技术反自然性指医学AI技术应用违背自然法则

与医学规律，通过再造生命体实现AI的技术突破，

导致身体灾难与生命危机的性质。医学AI技术异

化是医学AI技术反自然性的核心表征。医学AI技
术异化指医学AI技术实践创造的对象物最终演变

为与自然、与人相对立的异己力量，导致医学AI技
术成果反向限制、压抑甚至替代人类的现象，其本

质在于AI技术工具理性与人类主体价值的背离。

这种异化进程折射出医学AI技术发展悖论：当人类

试图通过医学AI技术突破自然限制时，反而加速了

自身存在方式的非自然化。医学AI技术的应然是

助力医生，形成人主机辅的格局；而其实然却充斥

超越医生、追求生命再造的冲动，这是医学AI技术

异化的宿命。从走近身体到走进身体，从助力医生

到超越医生，医学新质高技术实现跨越式发展的驱

力与医学新质高技术新特征有着明确的因果关联。

（二）“实践领先理论、功能驱动结构”的新特征

“实践领先理论、功能驱动结构”是医学新质高

技术发展的新特征，即悬置先明确身体结构机制再

研究机器身体功能的逻辑预设，行走AI科学实践领
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先医学理论、以功能实现驱动结构研究进步的路

线。以人脑与意识研究为例，人类尚未在理论上阐

明千亿级神经元之间结构共轭关联的机制，但医学

AI仍然在结构模拟、学习机制、感知生成等领域的

功能研究方面获得显著进展。医学新质高技术“功

能研究”的成就往往通过以下路径得以实现。

1. 计算模拟材料取代传统实验材料

传统实验材料作为科学研究的物质载体，深刻

影响着科学研究的突破方向与效率。AI技术实现

了实验材料载体的划时代革命，采用以计算模拟材

料取代实验实物材料的新方法。如采用计算模拟材

料开展蛋白质结构预测和设计研究，可以更深入地了

解疾病发生的分子机制，为疾病的预防和治疗提供研

究途径［3］。 2024年，戴维·贝克（David Baker）等凭借

AI驱动的蛋白质折叠与设计技术方法获得诺贝尔

化学奖，其核心在于用AI技术的计算模拟材料方法

直接回避了医学新质高技术研究受制于生物实验

材料的局面，创造出比天然蛋白更适合解决现代问

题的全新蛋白质。

行为层模仿替代生理层机制。行为层模仿研

究进路通过系统性、动态化的分析框架，为医学AI
解决实践问题提供了更具操作性的解决方案，虽然

其与生理层研究的互补性仍需在具体场景中进一

步探索，但这一医学新质高技术的研究成果已经挑

战了生理层价值研究。如在大语言模型（LLM）特别

是生成式预训练转换器（GPT）驱动的加持下，医学

AI越来越多地表现出人类特性，比如AI模型对风

险、时间和社交互动产生了明确偏好，甚至会产生

独特的个性和看似情绪化的反应［4］。

2. 海量数据补偿有限具身认知

身体尤其是人脑工作机制的科学阐明有待时

日，医学AI技术弯道超车另辟蹊径，在不了解大脑

记忆存储原理的情况下，通过分析超百万量级的图

像、文本等结构化信息集，建立远超人类处理能力

的模式识别模型的策略，淡化医学技术与医学知

识、身体知识的有机关联。在医疗领域融合电子病

历、影像学与基因测序数据，建立疾病演化知识图

谱［5］，用海量数据补偿有限具身认知缺陷。

3. 分功能研究改写智能全脑性

对脑活动机制完整的解读成为人类精神现象

研究的前提。医学新质高技术研究悬置脑科学对

智力的整体性解释，走由分到合的逻辑路线，开启

身体分功能研究之旅，将全脑智能拆解为感知编

码、记忆存储、决策计算、运动控制等核心功能模

块，基于脑区功能特异性构建可组合的神经计算单

元。例如，视觉皮层采用卷积神经网络模拟特征提

取，前额叶皮层通过强化学习框架实现目标优化。

分功能研究通过“解构—验证—重组”的新逻辑，已

在脑机接口、认知增强等领域实现生物智能与机器

智能的深度融合，将在未来的疾病治疗中发挥重要

作用［6］。

4. 医学新质高技术突破创造力缺乏难关

能否具有创造力是医学AI 的命脉和医学技术

发展的天花板。医学新质高技术依赖生成算法革

新、数据价值挖掘和人机深度协同的共轭，目标直

指大幅度超越生物脑，试图突破医学AI技术缺乏创

造力的难题。医学新质高技术从基因编辑的遗传

病根治到AI手术的精准化革新，技术创新直接转化

为临床效果改善和医疗资源优化配置。

5. 医学AI 技术创建“深度学习”机制

机制是决定事物发展层次和性质的底层逻辑，

是实现事物飞跃式发展的命脉。“深度学习”形成了

特征自动提取的机制：通过卷积神经网络等结构，

逐层提取数据的空间与语义特征［7］；构建类似前额

叶皮层的认知结构，复现生物神经系统处理信息的

层次化、非线性与动态优化特征；规避传统算法的线

性决策短板，突破传统机器学习依赖人工设计的局

限。“深度学习”是医学原质高新技术进阶医学新质高

技术的关键，在医学影像智能分析、个性化治疗决策、

疾病风险预测等医学实践中有不俗的表现。如深度

求索（DeepSeek）系统对糖尿病视网膜病变筛查精度

媲美专业眼科医生［8］。但是，“深度学习”带来的“深

度局限”等新问题同样需要受到“深度质疑”。

（三）医学AI技术“走进身体”的新问题

医学AI技术的新问题是多维度的，包括技术维

度、人文维度和生态维度。囿于篇幅，也出于避免

重复的考量，这里只讨论技术维度的新问题。

1. 真伪待查

医学AI数据的“真伪待查”是指其准确性、全面

性和证据基础尚需进一步验证。全球最大的生物

医学文献数据库PubMed已经向公众免费开放摘要

和基础元数据检索服务，医学AI可通过应用程序编

码接口（API）直接调用这些非全文数据。文献全文

获取仍受版权限制，需通过机构订阅或开放获得授

权。因此，从PubMed获得数据的准确性、全面性存

疑。生成式人工智能（GAI）是指能够从数据训练生

成全新且有意义数据的人工智能技术［9］，GAI工具

如DeepSeek和Kimi等解答医学某一领域知识的准

确性、全面性和证据基础也需进一步验证［10］。医学

AI模型的数据准确性、可靠的大样本验证、医疗设

备与医学 AI 软件的兼容性、AI参与医疗工作的适

应性等，都是影响数据真实可靠性的严重问题［11］。

2. 对抗样本攻击敏感性

“深度学习”模型对抗样本攻击敏感性是指深

度学习模型易受微小扰动干扰，即使人类难以察觉

的输入变化也会导致模型误判。医疗AI系统往往
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基于海量的医疗数据进行训练和优化，一旦这些数

据被恶意篡改或误导，其诊断结果和治疗建议就可

能严重偏离实际情况。这类攻击在医学的图像、语

音、文本等多模态任务中普遍存在，人类视觉几乎

无法察觉差异，但AI模型会显著改变分类结果［12］。

3. 深度伪造

“深度伪造”是“深度学习”技术的重要衍生应

用，其核心是依赖深度学习框架，形成高仿真内容

生成能力，实质性破坏个体、社会、国家多层级信任

体系，构成显著伦理风险。如伪造名医诊疗视频传

播错误疗法，导致患者误信伪科学；合成虚假药品

临床试验数据，干扰监管机构审批流程等［13］。“深度

伪造”技术因其技术特性与应用场景的复杂性，应

对难度大。

4. 可解释性差

“深度学习”解释性差的本质在于其复杂的非

线性结构和高度耦合的高维参数，导致决策过程无

法还原为人类可直观理解的因果链条。医学AI同
样存在解释性差的弊端，其原因可能与深度神经网

络的非线性耦合结构、医疗数据的异质性偏差及动

态参数演化轨迹不可追踪性有关，导致决策逻辑与

医学知识体系无法形成可验证的因果映射，同时缺

乏跨模态推理的可解释性量化评估标准。疾病因

果网络关联的可解释性是临床思维的基本准则。

深度学习模型普遍缺乏可解释性，导致医生对医学

AI 技术的接受度较低［14］。

二、从“人造人”到“人工生命”

“人工生命”是通过AI技术手段模拟或创造具

有生命特征的系统，研究范畴包含数字模型构建与

实体生物合成两大方向。“人造人”指人类通过机

械、生物或合成技术创造的类人实体，涵盖机器人、

基因改造生命体及具身智能系统。

（一）“技术造人”的共同指向

从研究目的而言，“人工生命”和“人造人”研究

目的具有同质性，两者均试图通过技术手段拓展生

命研究的场域，解锁生物演化的自然限制，突破生命

技术研究的边界；从技术基础而言，“人工生命”和“人

造人”的技术基础具有同源性，如“人工生命”研究中

涉及的基因编辑技术与“人造人”开发中的基因强化

技术，两者均依赖算法模拟生命动态；从研究理念而

言，“人工生命”和“人造人”的研究理念具有一致性，

均体现“以需求驱动生命形态设计”的核心理念；从研

究本质而言，“人工生命”和“人造人”的内在本质具

有共通性，两者的实质都是以技术重构生命，共同

指向“技术再造生命”的终极目标。

（二）虚拟人工生命系统的隐患

“人工生命”研究兼具理论探索与技术创新的

双重使命，包括虚拟人工生命系统与实体人工生命

系统研究。虚拟人工生命系统是人工生命研究的

核心实践载体，旨在通过算法和模型再造生命的核

心特征及演化规律，基于AI、计算生物学和复杂系

统科学等技术构建的数字化生命模拟体系。虚拟

生命系统这种非自然的技术形态，进入自然的生命

系统后，必然面对以下纷扰。

1. 数据安全与隐私泄露风险

虚拟人工生命系统需持续采集用户生物特征、

行为轨迹等数据，若未建立物理隔离的加密存储机

制，可能导致身份信息、健康数据等核心隐私被恶

意提取。模型攻击威胁风险。攻击者可通过对抗

样本污染训练数据，或利用未授权接口窃取系统决

策逻辑，造成系统输出偏差甚至功能瘫痪。

2. 认知退化和伦理道德风险

医务人员深度依赖虚拟人工生命决策可能导

致人类主体认知能力退化，例如医疗诊断系统过度

接管临床判断时引发的医生专业能力萎缩。虚拟

人工生命系统临床决策出现差错时责任划分缺乏

明确标准，具有责任认定无法落实的风险。

3.“数字细胞”带来的困惑

“数字细胞”的特征在于利用AI模拟细胞代谢、

基因表达等微观过程，构建动态的“数字细胞”。“数

字细胞”技术为生物医学带来革新，如数字细胞可

模拟真实代谢反应，用于药物毒性评估与疗效预

测，替代部分动物实验［15］；可模拟病毒入侵、癌细胞

扩散等过程，为精准医疗提供数据支持；数字细胞

代谢路径研究可以加速靶点确认和化合物筛选，降

低临床试验成本［16］。 但“数字细胞”潜在风险不容

忽视：数据层面，数字细胞信息易在采集和处理中

失真，可能导致模型偏离真实生理状态；模型应

用上，模拟与现实的差异可能误导药物研发，且通

用化设计难以覆盖个体差异；伦理与安全方面，患

者基因等敏感数据泄露风险加剧，而数字生命边界

模糊可能引发法律与伦理争议；技术验证滞后和算

法“黑箱”问题则威胁决策可靠性。

（三）实体人工生命系统的纷扰

实体人工生命系统指通过生物工程、机械制造

与信息技术融合，创造出的具有自主物质交互能

力的类生命实体。这类系统突破传统生命界限，

在物理载体上实现新陈代谢、环境响应与进化迭代

等生命特征，其本质是碳基/硅基混合体的工程化生

命形态。

1. 生态安全的纷扰

实体合成生物体生物信息若意外泄漏至自然

生态系统，其基因序列可能通过横向转移污染自然

物种，破坏数万年形成的生态平衡，此类风险具有

永久性修复难度。
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2. 系统自主性失控的纷扰

基于深度神经网络的环境感知系统存在不可

解释性，可能导致医疗机器人错误调整基因编辑参

数，造成不可逆的生理损伤。实体合成生物体过程

中，碳基/硅基混合体可能绕过传统物理防御，直接

通过纳米机器人实施精准生物攻击。

3. 社会伦理颠覆的纷扰

克隆技术与数字意识复现结合后，可能产生多

个具备相同遗传信息但独立意识的个体，身份认知

混乱直接冲击法律主体认定标准。人工生命产业

化将加剧贫富分化，基因强化型人工生命体可能形

成新的社会阶层，触发系统性人权危机。

4. 真实生命与虚拟生命的冲突

真实生命与虚拟生命的冲突是多维的。本体

论冲突：真实的人的生命是“向死而生”的存在，虚

拟生命支持者认为意识数据化即构成“数字永生”；

认识论冲突：数字生命与实体生命交互可能消解传

统认知边界，通过联网影响现实世界的认知方式；

心理学冲突：虚拟生命本质是特定时刻的意识数据

存档，无法具有真实生命的动态成长与情感价值；

社会学冲突：虚拟生命对量子算力与能源的高度依

赖，可能通过硬件扩张、能源消耗和技术投资倾斜

等路径挤占真实生命资源，这一矛盾的本质是数字

文明与实体文明在有限资源下的资源冲突［17］。

三、从再生—合成—增强技术到

创造—优化—修复

（一）医学AI再生技术的风险

医学AI再生技术是医学新质高技术的具体形

态。医学AI再生技术的价值在于通过智能算法与

再生医学的深度融合，精准加速组织修复与器官再

生进程，为疑难病症提供创新解决方案并显著提升

人类健康水平。如通过高效算力加速基因测序与

个性化医疗，支持癌症早筛和罕见病检测；结合图

像识别技术辅助干细胞治疗中的细胞生长监测；实

时监测生理指标并预警慢病风险。但是，医学AI再
生技术存在着技术、临床和伦理三重风险。从技术

风险层面上看，AI技术高度依赖训练数据的质量和

规模，而再生医学涉及复杂生物数据，现有数据往

往存在碎片化、标准化程度低等问题，可能引发模

型偏差。若用于个性化再生治疗的数据样本不足，

易导致预测结果失真。从临床风险层面上看，医生

可能因AI提供的再生治疗方案表面“精准”而忽视

个体化临床观察，例如忽略患者微环境特异性对组

织再生的影响，反而延误治疗。从伦理风险层面上

看，当AI参与再生治疗方案制定时，若发生不受欢

迎的治疗后果，如细胞异常增殖或免疫排斥等不良

反应，医生、技术开发方与医疗机构之间的责任归

属缺乏明确法律依据，可能引发纠纷。

（二）医学AI合成技术的困顿

医学AI合成技术通过人机双向校验机制、多模

态数据融合、智能交互等技术，在病史采集自动化、

多模态影像分析、靶点筛选优化、临床试验智能化

等方面都有不俗的表现。例如，医学AI合成技术实

现了义鼻、义肢、皮肤等的智能化“量身”“远程”定

制生产。

医学AI合成技术受限于数据质量、技术黑箱、

伦理审查三重困顿。医学AI合成技术生成的数据

质量需要审查，其生成的病理数据或建议可能因缺

乏临床深度判断而存在潜在误导性，其生成的处方

或诊断常依赖通用模型，难以覆盖复杂病例，可能

忽略患者病史或非典型症状，导致数据推理表面合

理却偏离实际病情，需医生二次验证。医学AI合成

技术的技术黑箱是指其从输入数据到输出结果的

决策过程缺乏透明性、可解释性及可追溯性；其内

部参数交互和特征学习机制无法通过传统逻辑规

则或数学公式直观表达，导致人类难以理解其决策依

据。一项最新研究表明，即使是目前最先进的LLM
也无法为所有患者做出准确诊断，且表现明显差于人

类医生——医生的诊断正确率为 89%，而 LLM 的诊

断正确率仅为 73%；在罕见病、复杂性疾病的诊断中，

LLM 正确率仅为 13%［18］。医学AI合成技术的伦理

审查缺乏有效机制是一个明显问题。其算法训练

数据来源、模型偏差检测等环节缺乏第三方监督。

（三）医学AI增强技术的局限

医学AI 增强技术具有强大的图像分析能力，可

协助医生提高诊疗分析的准确性及工作效率，是改变

医疗诊断模式及实现个体化治疗的有力工具［19］。医

学AI增强技术面临动态病情适应性不足、个体差异

敏感性不足、诊疗结果可解释性差等三重局限。医

学AI擅长基于静态数据的分析，但面对多系统交

互、病情快速变化或罕见病时，缺乏医生综合临床

经验和多学科协作的灵活性，对复杂诊疗场景的适

应性不足；治疗方案需结合患者病史、生活习惯、心

理状态等个性化因素，AI难以全面整合非结构化数

据，个体差异敏感性不足；深度学习“黑箱”特性导

致诊断依据难以追溯，诊疗结果可解释性差，降低

医生和患者对AI决策的信任度。

四、从医学新质高技术到医学人文

（一）医学新质高技术的危象

医学新质高技术的核心价值是通过技术手段

提高医学诊疗水平和质量。拂逆自然、放逐身体、

技术异化是医学新质高技术再造生命体的三大危

象，其要害是制造人类与自然、技术与人文的双重

二元对峙。
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医学新质高技术最大的风险是褫夺身体的主

体身份，将AI技术奉为医学的圭臬（标准、准则、法

度），其符号化模拟与医学具身性之间存在难以逾

越的鸿沟，困于技术模拟的符号化本质和在情感与

意识理解上的局限，医学新质高技术难以独自走进

整全性的身体，难以走进医患身体主体间性的共情

世界。医学新质高技术依赖海量数据训练建立的

模式识别系统，仅能对人类语言和行为进行符号化

映射，无法建立医患身体主体间性所需的身体世界

的关联。医学新质高技术依靠技术赋能拂逆自然、

放逐身体、技术异化等失去的是医学人文关怀的本

质，最终失去的还有医学新质高技术核心价值。

医学新质高技术的计算能力所及可以覆盖二

进制符码能表达的信息，使得医学在技术层面日趋

精准，但是，医学人文关怀本质性功能却不是医学

AI技术所能替代的。理解这一判断的困扰往往来

自对AI技术制造生命体这一行为的认知偏倚。

（二）情感联结的技术性疏离

人类意识产生于860亿神经元共轭构成的神经

网络，现有AI技术，无论是二进制编码还是非二进

制编码范式，都未能实现生物电信号复杂交互的全

尺度仿真；身体情感依赖多巴胺分泌、杏仁核激活

等神经活动过程，而医学AI技术缺乏内分泌系统支

撑的真实情感体验；医学AI技术无法感知患者情绪

变化或提供心理支持，可能忽视患者个性化需求；

医学AI可模拟共情表达，但无法实现深度情感共

鸣，在心理治疗等场景中作用有限；医学创新依赖

自由感知能力，现有的AI生成内容局限于已有数据

模式，缺乏生命关怀类场景所需的身体互动与情感

联结，缺乏人类独有的灵感、灵动与灵魂。

具身感受的数字化消解。感受是身体整体的、

混沌的属性，医学AI缺乏对患者具身感受信息处理

的机制，医学新质高技术尚未建立患者具身感受信

息处理的数学模型，如患者感受量化困难、缺乏生

理指标联动机制、对动态感受变化的应对不足、缺

乏客观生物标记支持、患者感受表达的个体差异、

主客观数据割裂、动态数据采集滞后、多维因素整

合能力有限、忽视社会支持系统作用等局限，使得

医学新质高技术识别、解读、处理患者具身感受问

题举步维艰。

具身情绪的非人类表达。身体是理性的存在，

也是情绪的存在。情绪形成速度快、变换时间短、

形态表现复杂。患者具身情绪受到疾病过程的刺

激呈现出多态性。医学AI系统通过语音识别、面部

表情分析、文本语义解析等技术，捕捉患者的情绪

波动，通过自然语言处理技术可以对患者的焦虑情

绪进行安抚性回应，或针对疾病疑问提供更柔和的

解释方式。但其生成的“同情语言”可能存在机械

化应答，易被识别为非人类表达，引发患者抵触。

现有医学AI情绪识别技术依赖面部表情、语音等外

部信号分析，但人类情绪受文化、个体经历等多因

素影响，AI难以捕捉动态混杂的深层心理状态。

身体间性中的主体性消解。医学AI可以通过

赋权患者获取个性化诊疗方案，以增强患者参与医

疗决策的主动性。但算法生成的标准化建议可能

忽视患者的个体化生命体验，导致“算法支配下的

伪主体性”。医学AI从技术上将患者身体信息转化

为可量化参数后，可能形成医生对患者的直觉感知

与整体性判断被弱化的局面。医学AI主持诊疗过

程中医患互动趋于程式化和机械化，削弱基于共情

与信任的主体间性建构。正如部分患者反映的那

样：AI诊断缺乏解释病情时的眼神交流，缺乏正常

即景应变能力。即使医学AI将系统生成的安慰语

句在医患沟通中播放给患者听，也因为缺少微表

情、神态、合乎场景氛围的肢体动作而无法体现医

患身体间的情感真实性。

（三）身体与技术的共生共荣

医学是身体之学，身体集千载生灵进化之功，

融万世自然演进之道，医学新质高技术进入身体之

道不仅依赖技术创新，更需重建技术与身体的共

生关系。医学AI技术异化导致医学新质高技术对

身体主体价值的解构与重构，数字时代争夺控制

权的角逐已经开始。“千淘万漉虽辛苦，吹尽狂沙

始到金”，待医学AI技术异化的亢奋过去之后，人

们会再次发现，只有追求真理的轨迹方能镌刻于

文明的年轮。
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Medical⁃philosophical analysis of emerging transformative medical
technology characteristics

LIU Hong
Institute of Medical Humanities，Nanjing Medical University，Nanjing 211166，China

Abstract：The revolutionary development of emerging transformative medical technologies features novel
characteristics of practice precedes theory，and function drives structure. Meanwhile，the integration of medical
artificial intelligence（AI） technology“into the human body”has introduced a series of new challenges. Both

“artificial human”and“artificial life”share a common trajectory of“technological creation of life”. Defying the
laws of nature，disembodiment of the body，and technological alienation constitute three major crises in the
recreation of life by emerging transformative medical technologies. Artificial life systems，along with medical
regenerative，synthetic，and enhancement technologies，raises a range of risks demanding reflection. The
content generated by medical AI is inherently confined to existing data patterns，lacking the bodily interaction
and emotional connection required in life⁃caring scenarios，as well as the unique inspiration，vitality，and soul
that humans possess. The symbiotic and mutually coexisting relationship between body and technology
represents the proper approach to overcoming the technical alienation and inherent emotional detachment in
medical AI technology.

Key words：emerging transformative medical technologies；medical AI technology；technological alienation.
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